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Summary

Some events like conception take place in dicrete-time, whereas
other events like distribution of fertile period of a group of women, dura-
tion of pregnancy, duration of postpartum amenorrhoea etc. occur in con-
tinuous time. In this paper a discrete-time, diserete-age population model
as proposed independently by Bernardelli (1941), Lewis (1942) and Leslie
(1945, 1948) has been studied. Expressions for total population at a time
‘t and parameters of fecundity and probability of survival have been
obtained.

1. Introduction

Let us consider a population P(f) at time 7. Let us divide this
population into n age-groups. Let the sizes of these n age-groups be
x; (), i=1, 2, ..n. Let fi> 0 be the fecundity measures of these age-
groups. Let p;, 0<p; <1, be the probabilities of survival from the age-
group whose size is xi(f) to the next age-group. Then Bernardelli (1941),
Lewis (1942) and Leslie (1945, 1948) independently proposed the following
linear discrete-age, discrete-time, population model

1.1.(a) x(t+D)= 2 fix,(0)

(b) xj+1(t+1)=pjx.7'(t): J=1a2’ heeg n-1

The upper limit of fertility is determined by fecundity. The ferti-
lity always lags behind fecundity. ~With wide-spread methods of birth
control, the gap between fecundity and fertility has widened considerably
in recent times. Hence, we shall take f; as fertility measures rather than
fecundity measures.

2. Some formulae

We have the following theorems :

Theorem (2.1). We have

2.1 % (O=f1x,—=1)+p, fo%,(1=2)+py Ps fox,(t—3)
“feenace +p1p2"'pﬂ-1fnx1(t_n)-
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Proof. Repeated use of (1.1)b in (L.1)a yields (2.1).

Note (2.1). In (2.1), we have reduced all the terms on the right-hand
side of (1.1)a to the base x.

Theorem (2.2). Let us put

2.2.(a) 4.=1. (b) 4.,=0,
(© A, =f1A, 1+pfadi—s+P1PofsAr—3
eheensn +p1PoPr-1fr I<r<n.
Then
23. x,()=4,%,(t—r)+(p1foAd;.1FD1Ds S35+ T DP1Ds"
Dot et == 1 o St

(pl"'pn—rfn-'rA'r—-l+"'+p1"'p'n-1fn)x1(t“n)
+(p1"'pn—1'+1+ﬁ3—7'+2A1'n1+"’+p1"'pn—1ﬁ7,A1)x1
(t-n—=-I)+---+p1p2--~pﬂ_,1an7.,,1xl(t—n—-l'-{-1).

Proof: from (2.1), we can easily write

24.(a) x,(t=1)=f1%:(t=2)+p1foX,(t=3) %+ +p, -

'“p/'a-lfnxl(l—n_l)

(0) x,(t=2)=f1x,(t=3)+ -+ Py Pu_1 fu¥x, (t—1—2),

(©) x,(t=3)=f1x,(t=4)+--+p;*-Pu-1SoX: (t—0=3),

| (@) x,(t=r)=f % (t=r= 1) eret pyospug fus (1= =1).

Substituting from (2.4)a in (2.1), we obtain

! 2.5(a) x,(t)=A3x,(t=2)+(p,f2 41+ D1 Pof3)%, (t—=3)

+(P1PefsAi+p1PoPs o) X1 (E—4)

i +"'+P1"'Pn-1an1x1 <t_n'—1)-

| Substituting from (2.4)b in (2.5)a, we get

(b) xl(t)=A3x1(t—3)+(p1f2A2+p1+pgf3/11+p1p2p3f4)x1(t—4)

| doret PPy Py [uAgxy (E—-n—=2).

Proceeding in this way, we can prove (2.3) by induction.

i Theorem (2.3). With the assumption that (2.3) holds for r>n, we
! have
5 (2.6) x,()=A4,%,(t—1)+ (44, =f14,)%,(t—7—1)
‘ e '+(An —flAn- 1T P 'pn~r—1f;1—7*A7')x1(t~n)
+(Aney =frdn=+—Pyppfri )%, (t—n—1)
e +(An+r=1 _flAn—.L'/'—-Q =t —=D1Dntr-g .fﬂ'('?'—l)
x,(t—n—r+1).
Proof. Substituting from (2.2) in (2.3) and assuming that (2.2)c
holds for r>n, we obtain (2.6).

4



26 MATHEMATICAL FORUM

Note (2.1). Though it appears that in the above expression, quanli-
ties f and P, occur when 7>>n, but actually they do not occur since they
cancel. To avoid this controversy, we will write (2.6) as

Q.7 x,()=A,x:t=1r)+(4,,,—f14,)x,(t—r=1)
e b (= il = = P oDy o fuc i I UE—1)
+ (pl‘"p'n-r+1fn—f:'+2A7'- yob sk Py -'p’n"lf;'bAl)xl(t_n— 1)
+ "'+p1"'pn—1anr—lxl(t_n_lrdl' 1)'
Note (22). Since the number of terms is the same in (2.1), (2.3),
(2:6) or (2.7), it is difficult to say which expression is more convenient. It
will depend on the situation in which the expression is used.
It may be noted that (2.1) holds when ¢>n, and (2.3), (2.6) and
(2.7) whent=n+r—1, 1<r<n.

In the next section, we will consider the cases
(i) Sty (i) n<t<n+r—1.

3. Modified equations
Case 1. Suppose t=r, 1<r<n. Then

(2.1) can be written as

(3-1) xl(t)=f7.x1(r—1)+p1f2x1(r—2)+---+p1---p,,4_1f,.x1(0)

+Dsee 'p1'f4'+1x2(0)+ “FtPp-rs1*Duy 'n.xn—r»{-l(o)-
Similarly (2.3) can be written as

(3'2) xl(t)=A,.x1(O)+(f2A,v_1+~--+p2---p7‘f7,+1)x2(0)
+(f3Aq-—1+"'+P3'"p¢'+1rf7'+2fr+z)x3(0)
+"'+(fn-r+1Ar-1+"’+pn—r+1"'pn—1fn)xn-r+1(0)
+(f’n-7'+2A7'-1+"'+pn-r+2“'pn-lanl)xﬂ—1'+2(0)
+"'+anr—1xn(0)-

Case 2. Let t=n+gq, g<r—1.

In this case (2.1) holds as it is. But we shall modify (2.3). It then
assumes the form

(33) X(()=4,x,—r)+(p, f34,-, +P1Ps fsdy g+
PiPs Py fraa Y (f—r =)+ oot
(pl"'p1l—1'fn~7'+1A7’—1+"'+p1"'p%-—1fnx1(t_n)
+"'+(p1"'pn-a'+q-1f;1=7'+qAr-1+"‘p1“'

Pu-1 anq-=1)x1(t)+(pl"'p'n=-=r+qfﬂ—r+q+1A7'—1
+"'+P1"'p'n—1anfJ)x1(0)
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+(p1"'pn—=r+/1+1 fucrseandeni ot
pz"'pn—lf;?.4§/+1)x2(0)+'“+f'nA4'-=1x’f—(l(0)‘

Similarly (2.6) can be written as

.4 x,(t)=A4,%,(t—F)+ (4,11 —F14,)x,(t—=r—1)
+""+(An—f1An-=1"'p1'"pﬂ—-r-vlfn-er')xl(t'—n)
oot (Ausg-1=F1Aurq-2"""P1* Prta=2 nrg-1)%1(1)
+(A71+q"‘P1"'Pn+7-1fﬂ+q)x1(0>
+1/1’1(n+q+1‘"Pl"'Pn+qfn+a+1)xz(0)
++—'l“‘“' (An+7—1"'p1"'p'ﬂ+r-~2fn+r—1>xr-q<0)-

Py Dreg-1
4. Total Population

The total population at time ¢ is given by
P(t)=x1(t)+xz(t)+"'+xn(t)-
In consequence of (1.1)b, this equation assumes the form
P(t)=x1(t)+l71x1(t"'1)+p1p1x1(t_2)+"'+p1"'an1(t—n)- (4.1)
If we substitute from (2.8) in this equation, we get P(f) in terms of A,
..., As.  The resulting equation holds when ¢#>n. Substituting from (2.6)
in (4.1), we get P(¢) in terms A, A ..., A,4,-; The resulting equation
holds when #>n+r—1.

When t=k<n, (4.1) assumes the form

P(t)=x1(t)+p1x1(t— D+ 4pypi- 1x1(1)+p1"'ka1(0)
+p2 Dt 1x2(0) +p3 X "pk+ox3(0)+ vt Png e Pn- 1xn-k(0)- (42)
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